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AuHoOTauus. Ywby maxonaoa Iluckom Oapécu xagzacudazu memeoponocux MAawbLyMOMIAp
acocuoa Machine Learning (ML) modernapuoan ¢potioaranué cyé cap@unu npocHo3nauL UMKOHUSMIAPU
ypeanunou. Maxonaou Iuckom oapécu oxumu Ounan memeoporocux oMuiLap opacudazu OONAHUULLAD
Random Forest, XGBoost sa LSTM mooennapu acocuda xkypunou xamoa yiapHuHe aHUKIUSU MYpPIU
6axonaw kypcamrxuunapu (MAE, RMSE, R2 sa NSE) opxanu maxxocianou. Taxauniap wiyHu Kypcamouxu,
Random Forest mooenu Iuckom dapécu cye capghunu 10Kopu aHuKIuUK ouiam NPOSHO3IAUOA FHE
camapanu Hamudcanu 6epou. Taoxuxom uamudcanapu 0apé OKUMUHU MUKOOpull Oaxonaui 6a cy8
pecypcaapunu bowrapuuioa ML modennapu camapanu ocuma Oyaumu MyMKUHAUSUHU KYPCAMAaOou.

Kanum cyznap: oapé xaeszacu, oapé oxumu, cyé cappu, memeoponrocux oMuiiap, 0apé oKUMuHU
npoenosznaw mooennapu, Machine Learning, Random Forest, XGBoost, LSTM, npoeroznaw anurkiuu.

Kupum. Cyurru iinnnapna ayH€ MukEcuaa CyB pecypciiapura Oyiran tanad WHiIgaH-
vinnra optud 6opmokaa. BMT masimymoTtnapura kypa, 2050 itunra 60pud 1yHE axoaucu 9,7
MuJUIMapa kumura etuimu kytuiMokaa [UN ..., 2022], 6y aca cyBnan doiganaHuil Xa)XKMUHIHT
KeCKUH opTtuiura oau6 kenamau. [y Omran Oupra, ukauM y3rapuinu atMochepa EFMHIApUHAHT
TaKCUMOTH, OyFJaHMII >kapa¢Hiapu Ba Jap€ OKUMIIApUTa CE3WJIApJIM TabCUpP KYpcaTMOKIA.
XycycaH, KypFOKYMIMK Ba TOIIKUH XaB(IApUHUHT KyJalHIlU, CyB PECYPCIapUHUHT Xy Ty Uil Ba
MaBCyMHIl HOTEKHC TAaKCHUMJIAHWIIM HHCOHUAT Y4yH KarTta xaB(d Tyraupmokna. by aca, ¥3
HaBOaTHAa, THIPOJIOTUK MPOTHO3JIAp COXAacuJa 3aMOHABUN TUIPOJIOTHK TaJAKUKOTIAPHHU OJIHO
OOpHIITHU TAKO30 ATAJIH.

Byrynru kyHaa Mapkasuii Ocué MHHTAKACH, XKyMiIaJaH, Y30eKHCTOHJA I'MAPONIOTUK
MIPOTHO3JIap CYB PeCypCiIapyuHU MHTErpajulallrad XoJiga OOIKapHIll, THAPOIHEPTeTUKA, KUIILIOK
XYKaJIUTH, CAaHOAT, CYB TOLIKUHJIAPHU XaB(UHU KaMaWTUPHII, KypFOKUYMIMKHU IOMIIATUII KaOu
Macananap 0yiinya KapopJap KaOys KUIuIiia OMpUHYM apaskail axaMusTra ara.

AHbaHaBUIl THUIPOJOTHK Mojeuiap (MacajaH, cyB OallaHCHM Mojeiapu, (u3nka
acocuJaru JIeTepMUHUCTUK EHJIANTYBIap) Kyniaad mapameTp Ba Mypakkal TeHIJiaMajapHu Tanad
KWIaad. AManuid mapoutna OyHIad MoJzeuiap ydyH 3apyp OViraH MabliyMOTIApHU TYTUIAII
KMIMH, HaTIKalapu 5ca Xap JOUM XaM IOKopu aHUKIMK Oepmaiiau. Illy cababmu, cyHrru
Wumnapna rugponorusga ML (Machine Learning) Ba CyHBHII HMHTEIEKT YyCYJUIapHAaH
(dhoiinananuin Todopa KEHraiMoKIa.

ML ycymiapu THAPOJOTHK Ky3aTyB MabIyMOTIAapAaH YVXIIAILIUK Ba OOFIUKJIUKIAPHU
aBTOMATHK aHMKJIaiau Ba Oy acocma mporuo3 Tysaaud. Macanan, Random Forest, XGBoost Ba
LSTM kabu Mozeniap BakT Katopiapu OuiaH camapanu unuiaid onaau. ML ycymnapu nadakat
KHCKa MYAJIaTJIM MPOTHO3Jap, OaIKu UKINM CLIEHapUIaph acoCH/Ia Y30K MYAIATIH MPOTHO3IAP
y4ayH Xam Kyuranunuimu mymkud [Kratzert et al.,2019].

TankukoTHHHT acocuii Makcaaum — [luckoMm mapécu OKMMH OWIIaH METEOPOJIOTHK
OMHJIIAp — XaBO Xapopariapu Ba arMocdepa EFMHIapu opacuiard OOFIaHUIUIAPHU aHUKJIAIL,
ML monennapuHu Kyjiam opKaiu Japé€ OKUMUHHU MPOTHO3MAI, MOJAENIap aHUKIUTUHU TYpIu
Oaxonam Meroaiapu EpaamMpaa TaKKOCHAll Xama CyB PECypClapyHH OOIIKapHIga Yoy
€HTalTyBHUHT CaMapaopIUTuHU EPUTHIILIAH HOOPATIHP.

“ Macbyn myamud: balxiyevo@gmail.com, Tei.: +998947773007
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bupaamun masaymoriaap. Tagkukor nmmaa ITuckom mapécu xaB3acupard TaHJIaHraH
METEOPOJIOTUK CTAaHIMS Ba THAPOJIOTHK IMOCTAA Ky3aTWJITaH KyHJAJTUK CyB cap(u, KyHIAIHK
ypTaya xaBo XapoparTu Ba KyHIAJIUK atMocdepa EFHHIapy MUKIOPUHHUHT KYT HHAJITHK (1991-
2024 i1ii. ) MabIyMOTIIAPHU TYIUTAHAM Ba TaXJIAJ KIJIMH]IH.

Yeayoust. Umnan Oaxapumga Machine Learning anropurmu 6ynran Random Forest,
XGBoost (Extreme Gradient Boosting), LSTM (Long Short-Term Memory) mojemiapuaan
¢doiinananwigyn. Illyaunraek, wmpa KYJUIaHWITaH MOJCIUIAPDHUHT AHUKIUTUHU  OLIMPHII
Makcamuaa Lag features, Rolling features va Validatsiya kabu ycymrapaan oiigaianuiim.

Lag features (keuumkum XxycycusaTH). BakT Katopiapuaa XO3Uprud XoJjar KyNHUHYA
aBBaIrM Kuiimatiapra Oornuk Oymamu. Iy ca®abnm, mapé€ OKMMUHM MPOTHO3JANIAA OJIJIUHTH
kyrinapuuHr Kuiimarnapu (lag features) xymmanwmau. Macaman, Q(t-1), Q(t-2), Q(t-7) xabwu
Xycycusartaap €épaamMuaa MoJien Aapé OKUMUHUHT BakT Oyiinya KeUnKKaH TabCUPUHU YpraHaau. by
€H/alyB TUAPOJIOTHK >Kapa€Hiapa MaBxKyJ OYiraH MHepLus Ba KEUMKUIIHM XUCOOra OJIMII
MMKOHHUHU Oepasu.

Rolling features. Jlapé oxummuma Kucka MyagaTivd TeOpaHuIiniap OwjaaH Oup Karopia
YMYMHUH TSHICHIMSIIAD XaM MyXHMM axamustra sra. Macaman, Q(t-7) — oxupru 7 KyHJIHK CYB
cappunuHr yprada kuidimatd €k X(t-30) — oxupru 30 KyHIMK EFMH MUKAOpU. YOy
KypcaTkuuwiap Aap€ OKUMUHU MaBCYMUH XyCYCUSTIApUHU SXIIUPOK Udoaananam.

Validation. Moaenuu 6axouain yayH BakT KaTopjapd acOCHIA ypeamyeyu Ba HA30pam
Oynmuuumu amanra ommpuiaau. actmabku mgasp (1991-2015 #tmwnnap) ypeamysuu cudatuia,
cyarru gaBp (20162020 iwap) sca Hazopam cudatuga axpaTwind. byHmai OYauHMII
MOJIENTHU KeJa)KaKJaru JaBpjapHU MpPOTHO3JAIlra SKUHPOK IIAPOUTAAa CHHOBIAH YTKA3HII
MMKOHHWHU Oepaju.

IOxopuna kentupunran Random Forest, XGBoost, va LSTM mMonemnapu cyB pecypcnapu
MPOTHO3NAII JKapa€HUJa KEHT KYJUIAHWIIA MYMKHH. Xap OHp MOJCIHHMHI ¥3ura Xoc
ad3ayuIMKIIapy Ba YEKJIOBIApU MaBxKyJ OYi110, MablyMOTIAPHUHT XyCYCHSITH, IPOTHO3 MaKCaau
XaMmJla MaBXyJl pecypciiapiaH Kenub 4MKKaH Xojaa Moc mozen Tannanamu. Iy 6unan OGupra,
Oaxomnam Me3onnapu cudaruma MAE, RMSE, R? va NSE kabu xypcarkuwiap KyUTaHWIAIIN
MOJIeNl HaTWXKaJlapuHU WIMUK acoca COMMIITUPUII Ba TaxJIWJ KUIUII UMKOHUHH Oepajiu.

Bbaxonam me3onjgapu. Miga onvHraH HaTvbKajlap MKKUTa acocHid Toudamaru TypTTa
CTaTUCTUK KypcaTkuyjaH doiinananran xonna 6axonanau (1-xansan): XaTOMMK KATTAJUTH
(RMSE, MAE) Ba Mocauk éxku Koppensimust (R2, NSE) [Nishonov, Abdurakhmanov, 2025].
1l-touda XaToJMK KATTAJIUTH:

a) MAE (Mean Absolute Error) — Ypraua a6coioT XaToJnK

1 A
MAE = (;) * Niqlyi = il ¢y
b) RMSE (Root Mean Squared Error) — ypraua kBagpaT/iu 4eTJIauin
1 A
RMSE = J () a0 - 902) 2)

2-touga Mocauk éxu Koppensinusi:
a) R? (perepmuHayma koappuumneHTn)
2 _ iy (yi=9. )2 (3)
S92 (-9
b) NSE (Nash—Sutcliffe Efficiency) — Hew-Catknn¢ camapagopauru

_ a4 Zim - §’i)2>
NSE = 1 ( e )
by epna y; — xakukuii KuiiMar, §; — MoJieJ MPOTHO3H, N — Ky3aTyBJap COHH.
1-arcaoean
CTaTHCTHK yCYJ/UIAPHUHT KHiiMATIapu
Tabnuya 1
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3HaueHNs CTATUCTHYECKHUX METOJ10B

Table 1
Values of statistical methods
Cratucruk o . IJHI AXIIH
N . Yiayam KypcaTKu4u Opanuk .
KypcaTKu4wjiap KuiimMaT
Ky3aruiiran Ba nmporuo3 KWIMHTaH
ysat P i 0 nan o 0 ra sikuH
1 MAE KMMMaTJIap Opacuaaru ypradya .
. raJa OynuILIN AXIIN
abCcoTIOT (apKHH KypcaTaan
Karra xaTonuknapra kympo
2 RMSE 3bTHOOD Oepa I/IFEH Y PH; 0 pa oo 0 ra siun
P bepairar yMyM raya OynUILIN AXIIN
AHUKJIUK YITYOBU
3 R? Mogen ky3atwiran Kuitmatinapaaru | 0 gan 1 I ra sskun
Y3rapyBYaHJIMKHU KypcaTaau rada OYIUIIN XN
Moien HaTHXKaIapy Ky3aTUJraH
A PH Ky3 —oo maH 1 0 ra sikuH
4 NSE MabJIyMOTJIapra SKUHIUTHHA .
o raya OynUILIN AXIIN
Oaxonaian

Acocuii HaTHXKaJIap Ba yJapHUHI MyXokamacu. Mmga tagkukoT oOwektn cudaruaa
Tannad onunrad [Tuckom napécu Ynpunk gapECHHUHT HUPHUK UPMOKJIapuaaH OUpu XucoOmanaau
(1-pacm). YV KUILIOK XY)KAIUTH, HIMMJIHK CYBH TabMHHOTH Ba THAPOIHEPTETHKA YIYH MYXHM
ManOa OynuO xwsmar kwiamu. Iy Oowmc, nmapéma makutaHaauraH CyB pecypciapuaaH
(hoNTaTaHHUIITIHA peXATAMTAPHUIN, CYB TaKUWJUTUTH Ba TOIIKWH XaB(IAPWHUHT OJITWHU OJIUII,
UIYHUHTJIEK, JKOJIOTUK OapKapopiMKHU TabMHUHJAIAA aloxuja axamusrtra osra. lluckom
JApECUHUHT YMYMUM y3yHiauru 70 kM, CyB HuUFWIUII MaigoHu 3ca 2840 km? ra TeHr. [Iuckom
napécu MaitorTon Ba OiravHr 1ap&napuHUHT KYITWIAITUAAH X0cua 0ynaau. by ukku mapéauHr
CyB MMFWJIWIN MaijoHu Oupranukiaa [Iuckom nmapécw CyB HUFWIMIN MaWJOHWHHWHT SPMUIAH
KynporuHu (55%) TalKuiI aTaau.

[Tuckom uyKyp BoauMiia T€3 OKAAUTaH TOF AapEécuanp. JapEHUHT IOKOpHU OKUMUA BOIUIMA
€n Oarupriapu Kyda TUK Ba Oamann. JlapEHUHT KyiiH OKMMHJIA dca yjap aH4a ETUK Ba MAacT.
Japéuunr (akaT OOILIAHWIN KHCMHUJAarHHA SKKOJ Imakiianrad anda kedr (200-250 m) kaiiup
xocus1 Oynran. JlapéHuHr YpTa Ba KyHH OKUMHJA dCa KaWup OHJa-coHAa yupaiiau. JlapEHuHT
V3aHW ypraua srpu-Oyrpu, BOJWM KEHralraH Ba KalHp XOCHJI OyJiraH jkoiyiapaa Oup Hedta
TapMOKJIapra axxpanuo, ¥3 Kuéhacunu Te3-Te3 y3rapTupul Typaaurad KHUKHHA-KUYKHHA OPOJUIap
XOCHJI KWJITaH.

[MuckoM napécMHMHT acoCHil TalIKWJI 3TyBumjapu Oynran Maiigonron Ba OiirauHr
napénapuHUHT CyB Huruin Maiimonnapu Yupuuk xaB3acuaarua Oomika gapénapaaH Oanani
(Maiigonton — 3016 m, Oiiraunr — 2998 m). YOy gapénapHuHT XaB3acu HaM XaBO Maccallapura
OUMK Ba KyJai >koHamraniury Tyainm napénap xap3acuaa Kop Ky €raiu Ba KOp UM3UFU aH4a
nactTaaH yTraH. Xap3aaa abdaauii Kop Ba My3ITUKJIAp XaM HUcOaTaH Kympok. Ynpuuk xaB3acuaa
XucoOra OoNMHraH My3JIUKIapHUHT nespnu 3/4 kuemu (173 xm? gan 129 xkm?) €ku 222 Ta
mysnukaan 140 tacu ITuckoM xaB3acupaa, acocan Maiinonton Ba OMrailuHr gapénapyuHUHT CYB
wurum Maiiornaa xoinamran [[ymei, Mampanos, 1969].
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Puc. 1. T'uncorpadguyeckas kapra 6acceiina pexu Ilckem

Fig. 1. Hypsographic map of the Pskem river basin

[Tuckom papécuHuHT ypTaua HUUHK cyB capdu 56-118 m*/c opanuruna y3rapud Typaau.
VpTa xucobaa [Tuckom mapécuaa WHUTMK OKAMHUHT 47 (or3n MapT-HIOHb JaBpuja, Kapuio 38
(bou3u nioJIs — CeHTa0p JaBpuaa Ba Koarad 15 ¢gousu okradbps-deBpanb qaBpuaa oKuo yramu (2-
pacMm). bupok, mryHu kypcaTtu® YTUII 3apypKH, alpuM WHUTAPHUHT MKIUMHH XyCYCHSTIapura
OOFNIMK XO0JIJa OKUMHHUHT WWJI MYMJa TAaKCUMIIAHUIIM IOKOpH KypcaTWiIraHAaH aH4ya Yy3raua
OYITUIITN XaM MYMKHH.

— CyB captu Q

*1 UJ \Jh \ U L1 \J
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2-pacm. IIuckom 1apécn OKMMHHHHT HHILIapapo y3rapuium
Puc. 2. MexkronoBbie n3MeHeHHs1 cToka pexku [Ickem

Fig. 2. Interannual changes in Piskom river water discharge
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TanKUKOTHUHI acoCHil MakcaJuJaH Keaud 4MKKaH xoJia, IInckoM napécu OKMMHHHHT
1996-2024 imnmnapgaru y3rapuniiapuHu Oaxomamga Machine Learning anroputmiiapun —
Random Forest, XGBoost (Extreme Gradient Boosting) Ba LSTM (Long Short-Term Memory)
MOJICJUTAPHUHT aCOCHN Y3rapyBumiiapyu cH(aTuaa METEOPOJIOTHK KypcaTkuuiap (6FMH MUKIOPU
— X, xaBo xapoparu — T) Tannanmu. bynna, napéna xysaruira yprada ok cys capduapu (Q),
Vpraua ok xaBo xapopatu (T) Ba oitink aTMocdepa EFuHIApU XaKUIard THAPOMETEOPOIOTHK
MabayMoTiapaan goinananmiay (3-pacm).

KM MaBcyMu Es maBcymn
(OkTAGpL - MapT) (Anpens - CeHTAGPSL)

- R os o5 - T
5 T X é T X
rE | | 2_1

07 0.8 0.9

0,74 0,77

3-pacm. ITuckom napécuna cys capgpu (Q), xaBo xapopatu (T) Ba érun mukaopu (X)
ypracuaaru mascymuii Ilupcon koppeasiuusicu

Puc. 3. Ce3onnas koppeasinus ITupcona mexay pacxoaom Boasl (Q),
Temnepartypoii Bo3ayxa (T) u koamuecTBom ocankos (X) B peke Ilckem

Fig. 3. Seasonal Pearson correlation between discharge (Q), temperature (T) and
precipitation (X) in the Pskem river

IMupcon xoppemsmus  kypcaTkuwiapu (r) OyiM4ya MaBCyMHH Taxjuia KyWHJaru
HaTWKaJapHU Oepau.

Cyg capdu (Q) Ba érun mukaopu (X) ypracugaru OOFIUKINK €3rd MaBCyM1a (ampenb-
ceHTsA0ph) wxobuii (r = 0,77), kumma (okTsi0pp—MapT) 3ca yprada (r = 0,53). By EruHHUHT
TUIPOJIOTUK OKMMTIa aCOCHI TabCUp ATYBYM OMUJUIAP/IaH OMpHU SKaHUHU KypcaTaiu.

Cyg capdu (Q) Ba xaBo xapopatu (T) ypracuaa €3ru MaBcymaa mwxkoOuii koppensiius (1
= 0,74), xumga 3ca yprava (r = 0,65) anukymanau. by XaBo XapopaTHHUHT OKHUM IIaKJUTAHMII
*apa&Hiapy Ba MAaBCyMUN OKUM Y3rapullIapura TAabCUPUHU aKC STTUPATIH.

XaBo xapoparu (T) Ba &un mukmopu (X) ypracuma €3ru MaBCcymJa yprada HKOOHI
o6ormukuk (r = 0,67), kuiaa sca 3aud (r = 0,40) ky3atunau. by MmeTeoponoruk xapaéHiapHUHT
y3apo TabCUPUHUHT MaBCyMra OOFIMKJIUTUHT Uoaananan.

Maskyp MaBcymuii craTucTuk Oornanunuiap ML Monennapuaa atmMocdepa EruHIapu Ba
XaBO XapopaTu MabIyMOTJIapuAaH [ap€ OKMMHUHHU MporHo3namaa (oiganaHuIl OKOpU
AHUKJIMKIArd HaTWXKanapra spuiuiiay TabMunnaiau. 1y cababnu, umga ymoy y3rapyBuuiap
MOJEJUTApHUHT acocuil y3rapyBumiapu cudarujga Taniganaud. bormanunuiapaaru dapkiapHu
MHOOATra OJraH XOJJa, MaBCYMHH HHAMKATOPJIAPHHU KYIIWII OPKAIH MPOTHO3MANl CHU(pATUHU
OILIMPHILTA SPUILITUIIM.

WNmHunr keiimaru 6ockuumga Machine Learning anroputmu 6ynran Random Forest,
XGBoost (Extreme Gradient Boosting), LSTM (Long Short-Term Memory) wmozemiapu
épnamuaa [Muckom mapécu okumu 1996-2024-imnnap naBpu yuyH 6axonanau [Pedregosa et al.,
2021].

Random Forest — ancambnp yciayoumarm ML anroputmu O0ynmO, Kymuiad CTaTUCTHK
Taxmap €paaMuaa TporHo3 Oepamu  (4-pacm). Mogen xap Oup KaTop HaTHKACHHH
OoupnamtupuO, sHama OGapKapop Ba WINOHWIM MPOTHO3ra JpuInaad. YmoOy EHAamyB XalaaH
Tamkapu ypranuii (overfitting) MyaMMOCHHY KaMalUTUpaIu Ba TypJId XHJI MabIyMOT Typiapuia
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sxim HaTtmka 0epaau. Random Forest ad3ammukinapu y OKOpY aHUKIIMK]IA UIIUIAHIM BA Mypakkao
OOFJIAHUIIUTAPHU aHUKJIAI UMKOHHMSITHHUA Oepamu. Random Forest MojenuHuHT siHAa OMp yCTYH
KUXATU — YHUHT YUJAAMIIWINTY. Arap MabJiyMOT/Iap Opackia HOAHUKJIMKIIAp, ETUILIMOBYMIIUKIIAp
€xu moBKMH (noise) Oyica xam, y yMyMui TEOpaHUIIIHHM TYFpPHU aHUKJIAi ojlaau. By XycycusT
TUAPOJIOTUK MAbJIyMOTJIap OWJIaH MIUIAIIA alHUKCca MyXuM. KaMunimukiapu sca Kyn ycTyHIap
MIUIaTWITaHAAa XUcoOiall TEe3JIMIM CEeKUHIAIIAAN Ba MOJIENT MYKM MEXaHU3MHMHU TYLIYHTHUPUIL
(srpHU, KaliCH OMIJI TIPOTHO3TA KAHYAIIMK TabCUP KWITAaHHHU aHUK ndoxaa >tumr) kuitng. [lynnai
6ynca-na, Random Forest xym Xoyumapia ruApoJIOrHK Ba METEOPOJIOTHK MMPOTHO3IaI Basudatapu
YUYyH MINOHYIH, OapKapop Ba aHUK Mojen cudatuaa taBcus twiaau [ Machine ..., 2025].

— Ky3aTunraH Kuimat
350 4 —— TMporHo3 KMUAKUHraH KuiimaT

300

h
: {inim
- UV NIHRIGY

T T T T T T T
1996 2000 2004 2008 2012 2016 2020
T, nn

Q (m3/c)

4-pacm. ITuckom papécu okumuau Random Forest moxesu épaamuaa 6axoJiamn
Puc. 4. Ouenka croka pexu Ilckem ¢ ucnoJib3oBanueM moaean Random Forest
Fig. 4. Assessment of the Piskom river water flow using the Random Forest model

XGBoost (Extreme Gradient Boosting) — rpaaveHT/IiH KydalTHPHII aIrOPUTMUHUHT
camapajy Ba Te3 HIUIOBYM Bepcusacu xucoOmanamu (5-pacM). Mogen keTMma-KeT KypuiraH
KatopJyap épaaMujia UIUTalIu, SbHU Xap OUp STHTU KaTOp OJIIMHTU KaTOp XaTOJapyuHU Ty3aTHILTa
xapakat Kuiaau. Ly caba0nu 10Kopy aHUKIIMK Ba TE3JIMKKA SPUIIUIAAN. Y IOy MOJAENAa IPOTHO3
AQHUKJINTU FOKOPH, KaTrTa XaKMJaru MabiIymMoTiap OuiaH Te3 HIUIaiau, MocCIanlyByaH
napaMmerpiap MaBxya. KaMmuunuru — Mojien napametpiapu Kyn Oynranunuru cabadnu cosial
Mypakkab, LIIyHMHrJeK, KaTTa XaKMIard MabIyMOTIap/a MOJEIHHU YKUTHII KapaCHU alpum
XOJUIap/a KaTrTa Xxucobmnam pecypcnapunu tainad kumumu MyMkuH [ XGBoost ..., 2025].

Random Forest Ba XGBoost mozennapu aHcam0 ycynura acocliaHraH, IIYHUHTICK, Xap
UKKH YCYJ XaM HatwkaHuHr dermiammuin (overfitting) MmyaMMocuHu kamaiTupuiira KapaTHirad
Oynu0, Typiau TUMOArn MabJyMmMoOTiap OuilaH wunuiamaa Oapkapop Hatuxka Oepamu. Dapku
mryHaakd, Random Forest craTtvCTHK TaxTMLIApHM MYCTAKWJI paBHINAA ypratud, HATHKAHU
random éku yprava KuiiMaT OpKaIu aHUKJIaiand. Y coa Ba Gapkapop, aMMO XMCOOIIAIIl TE3TUTH
HucOaTaH nact. XGBO0OSt aca cTaTUCTUK TaxJIMIIapy KeTMa-KeT Ypraraau, sbHHU Xap OUp KaTtop
OJITMHTY XaTOJapHU Ty3aTHIITa KapaTuirad Oynaau. by ycyn 1OKOpY aHUKIUK Ba T3 WIILIANTHH

TabMHHJIAIIM, aMMO MapaMeTpIIapHH HOTYFpH TaHjaml xonatuaa overfitting xaBguuu omupau
[XGBoost ..., 2025].
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5-pacm. ITuckom napécu okumunn XGBoost mogenu épramuaa 6axosaam
Puc. 5. Ouenka croka pexu I[lckem ncnosin3oBannem moaeau XGBoost
Fig. 5. Assessment of the Piskom River water flow using the XGBoost model

LSTM (Long Short-Term Memory) — uykyp yprauuiira acocjiaHraH TaKpOpJIAHYBYH
HEUPOH TapMOK Typu OYynuO, BaKT KaTopiapuaa Y30K MYUIATId OOFJIAHWUIUIAPHU AHUKJIAII
MMKOHMATUTA dra (6-pacm). Monen “xotupa Xykaipagapu” OpPKaJIM MabJIyMOTJIApHU CaKiIad
TYpHIIN Ba Kepak Oynrana ssHruiad copuiy OuaH OOIIKa HEMPOH TapMoKIapaaH (hapk KUaiau.
Adzamnukiapu BaKT KaTopiapuaard y30K MyIJaT/Id TEHICHIMSUIAPHU caMapalld aHUKJIaiau,
Mypakka® Ba YM3WKIMW OYyiMaraHn OOFJIaHWIUIApHU XucoOra omamu. Kamuwmmkmapu VKATHII

)Kapa€HU CEKHMH, KaTTa XaKMJIard MabJiyMOT Ba XHCOOaIl pecypciapunu tanad kuiaaau [LSTM
..y 2025].

—— Ky3aTuaraH kuéMat
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6-pacm. IIuckom napécu okumunu LSTM moaenu épaamuaa 6axosnam
Puc. 6. Ouenka croka pexu Ilckem ncnosb3oBanuem moaeaun LSTM

Fig. 6. Assessment of the Piskom river water flow using the LSTM model
4, 5 Ba 6-pacmiapyia KeITHPHITaH rpadukiapiad KypuHUO TypuOIUKH, MOJEIIapHUHT
nap€ OKMMHUHM Oaxomamiard uimamy Gapk Kuiaau. Yoy HaTKaJapHU sTHala YyKyp TaXJIul
KWJTUIII MaKcaIua UIa MoJieliIapJiaH OJIMHTaH HaTHXKallap aHUKJIUTH Oaxonanau (2-xaasai).
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2-acaoean
ML moaennapunu 6axosa
Tabnuuya 2
Ouenka moaeaeit ML
Table 2
Evaluation of ML models
RandomForest XGBoost LSTM
MAE 1,925 2,496835 3,725286
RMSE 3,509 4.664222
RZ
NSE

Vrkasuiran Taxjuuiap Hatmwkacuga Iluckom papécu cyB capduHH TPOTHO3JIANIIA
typiu MJI moaennapu — Random Forest, XGBoost Ba LSTM moaemiapu CMHOBIAH YTKa3UIIIH.
baxonam naTwxanmapu IIyHU KypcaTaukd, Oapya MOJEIIap FOKOPH aHWUKJIWKKA dra Oyiummra
Kapamaii, Random Forest modeli sHT onTrman HaTHXanapHU TaKauM 3TaU. AHUKpoFd, Random
Forest monenmn yayn MAE = 1,925, RMSE = 3,509, R? = 0,996 Ba NSE = 0,983 kuitmaTiiapu
ommHu. by kypcartkuunap XGBoost (MAE = 2,496, RMSE = 4,664, R* = 0,994, NSE = 0,976)
xamaa LSTM (MAE = 3,725, RMSE =5,653, R2=0,992, NSE = 0,989) moie/iiapu HaTHxKamapura
HucOaTaH OMpO3 SXIUPOKAUp (7-pacm).

—— KysaTuaraH kaimat (1991-2010)
350 —— KysaTunara kadmar (2011-2020)
---- RandomForest

300 XGBoost i
- LSTM ! ;1{

1992 1996 2000 2004 2008 2012 2016 2020
T, nn

Kopa 4n3nk - 1991-2010 Aunnapparv xakukni cys capdu (ykutuw mabnymoth) | Awnn 4nsuk - 2011-2020 Annnapparn Xxakukui cys
capdu | Kusun 4m3uk - RandomForest mogenw nporHosnapn | TyK capuk 4n3unk - XGBoost Mogenw nporHosnapn | MoBui 4u3nk - LSTM
Moaenk NporHo3napu

7-pacMm. ML MoaeN1apUHUHT BaJUAAIUSICH
Puc. 7. Baaugauusa moaeseit ML
Fig. 7. Validation of ML models

TankukoT nmmaa yTkazwirad Taxyiuiap acocuaa Random Forest MoienuHuHr Kylingaru
YCTYHJIUKJIAPH aCOCIaH]IH.

1. AHcambn xycycuatm — Random Forest 6up HeuTa CTaTUCTUK Taxaunnap Apatuo,
YNAapHWHT ypTaya HaTuXKacuHuu xucobnanan. Hatmxkapga, mogen 4yetnawwmwwm (overfitting)
MYaMMOCUHM KaMalTUpaam Ba yMyMAAWTUPULL KOBUANATUHM OLIMPAaMW.

2. Mypakka0 4YM3MKJIU OYaMarad OOFJMK/IMKJIAPHH AHUKJIA KOOWJIMATH — Japé
OKMMHM, XaBO XapopaTH Ba atMmocepa EFMHIApU MHUKIOPH YpTacHIaru 4YU3UKIM OYynmaraH
OOFJIAHUIIIAPHYU caMapalid TaXJIu Kuiaau (8-pacm).
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3. IlapamertpJapuu co3jamHuHr oaauitauru — XGBoost Ba LSTM mozaemnapu Ounan
comumtHpranaa, Random Forest Huc6aran kaMpok rurneprnapameTpiapHu Tanad Kuiaam, 0y ca
YHHM aMaJIMi )KUXaTAaH KyJapok Kuiaau (9-pacm).
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8-pacm. Ky3aTuiran Ba npor{o3 KWJHHIaH cyB capgJapuHUHT KHHMAaTIapu
ypracugaru 6oraaHum rpagpuru

Puc. 8. I'paduxk cBsizu MexxIy HAGII01aeMbIMHU U MPOTHO3UPYEMbIMH
3HAYeHUSIMH Pacxo/ia BOAbI

Fig. 8. Graph of the relationship between observed and predicted
discharge values

—— 2015-2019 Ky3aTunrad
—— 2020 KysaTunrax
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9-pacm. Random Forest moaesn Bajuaanusicu
Puc. 9. Bammpanus moxesam Random Forest

Fig. 9. Validation of the Random Forest model

Xynoca kunaub aiftranaa, onuHraH Hatwkanap [luckoMm napécu OKMMHHHM YpraHuiiia
Random Forest MoieTMHUHT MIIOHYWIH Ba 6apKapop BOCHTa SKAHUHU KypcaTau (8-
9-pacmnap). Iy cababmu, ymOy Mozen keiarycujaa Oollka TOF Aapénapu €Kd CyB XY KaJIUTu
XaB3aJapua XaM camapaiy KyJUIAHUIUIIA MyMKHH.

Myamwiudaap xuccacn. Y.A. BaiaxueB: MablyMOTIapHM HMFMIN, KaiTa HIUIam,
HaTHXXanap TaxJIniau, Makoja MaTHUHU €3uml. K.@. FodypakoHoB: MabIyMOTIapHU WMFUILI Ba
Kaiita unutamt. JI.M. TypryHoB: MakoJsia FOSICH, METOJIOJIOTHS, OOBEKTHH TaHJIAI, MaKOJaHU
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TaXpup KWIWII, UIMUN paxOapnuk. bapya myamnuduap Kyn€3MaHWHT Hampra TaidépiaHraH
MaTHUHHU YKUO YUKIUIAP Ba Y3 POUIMKIAPHHNA OUIIAUPIUIAP.
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HAYYHBIE OCHOBBI OHEHKHU CTOKA PEKHU I[ICKEM HA OCHOBE
PA3JIMYHBIX MOJIEJENA MTPOTrHO3UPOBAHMUSI

V.A. BAJIXHUEB?, K.®. TO®YPKOHOB!, .M. TYPI'YHOB!
! Hayuno-nccnenoBaTenbCKuii IupoOMeTeopoorHueckuii HHCTHTYT, balxiyevo@gmail.com

AHHOTAUMS. B dannoii cmamve ucciedo8amvl 803MONCHOCHU NPOSHOZUPOBAHUS PACX00A B00bl
6 baccetine pexu [lckem na ocnoge MemeopoIocUHecKuUx OAHHBIX C UCNOIb308AHUEM MOOeNel MAUUHHO2O
o0byuenus (ML). B cmamvbe uzyuenvl 63aumocesisu mexcoy cmokom pexu Ilckem u memeoponozuyeckumu
¢axkmopamu na ocrose moodenei Random Forest, XGBoost u LSTM, a ux mounocms CpasHu8aiacs ¢
ucnoavzosanuem pasiuynolx mempux oyenxu (MAE, RMSE, R? u NSE). Ananuz nokasan, umo mooeib
Random Forest obecneyusaem naunyuuiylo mouHoCms NPu NPOSHO3UPOBAHUL PAcxo0a 800bl pexu [1ckem.
Pesynvmamul uccredosanus ceudemenbcmayonm 0 mom, 4mo MoOeu MAWUHHO20 00yueHus Mo2ym Obims
AP PEKMUBHBIM UHCTNPYMEHMOM OISl NPEO8APUMENbHOL OYeHKU CIMOKA PeKu U YApasieHus: 600HbIMU
pecypcamu.

KawueBble ciaoBa: peunoii Oaccelin, peuHoU CHIOK, pacxo0 B00bl, MemeoporocudecKue
(haxmopwl, modenu npoznosa peunozo cmoka, Machine Learning, Random Forest, XGBoost, LSTM,
MOYHOCMb HPOSHO3A.

SCIENTIFIC BASIS FOR ASSESSING THE PSKEM RIVER FLOW BASED ON
VARIOUS FORECASTING MODELS

U.A. BALKHIEV!, K.F. GOFURJONOV?, D.M. TURGUNOW!
! Hydrometeorological Research Institute, balxiyevo@gmail.com
Abstract. This article explores the possibilities of forecasting water discharge in the Piskom

River basin based on meteorological data using Machine Learning (ML) models. The study establishes
relationships between the Piskom River flow and meteorological factors using Random Forest, XGBoost,
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and LSTM models, with their accuracy compared through various evaluation metrics (MAE, RMSE, R?,
and NSE). The analysis demonstrates that the Random Forest model provides the highest accuracy in
forecasting the water discharge of the Piskom River. The research results indicate that ML models can
serve as an effective tool for preliminary assessment of river flow and water resource management.
Keywords: river basin, river flow, water discharge forecasting, meteorological factors, river flow
forecasting models, Machine Learning, Random Forest, XGBoost, LSTM, forecasting accuracy.
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